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ABSTRACT

Load forecasting is a nonlinear problem and complex task that plays a
crucial role in power system planning, operation, and control. The
complexity, ambiguity, and wide range of factors influencing the prediction
make the load forecasting problem difficult. It is considered a type of time
series problem that needs a special solution. A recent study proposed a deep
learning approach called historical data augmentation (HDA) to enhance the
accuracy of the load forecasting model by dividing the input data into several
yearly sub-datasets. When the original data is associated with high time step
changes from one year to another, the approach was not found as effective as
it should be for a long-term forecasting. Because the time-series information
is disconnected by the approach between the end of one-year sub-data and the
beginning of the next-year sub-data. Alternatively, this study proposes using a
two-year sub-dataset to connect the two ends of the yearly sub-sets. A
correlation analysis is conducted to show how the yearly datasets are
correlated to each other.

Several inputs are considered in the model to increase the model
generalization, including load demand profile, weather information, and some
important categorical data such as weekday and weekend data that are
embedded using the one-hot encoding technique. In addition, a Simulink-
based program is introduced to simulate the problem which has the advantage
of visualizing the algorithm. The deep learning methods used in this study are
the long short-term memory (LSTM) and gated recurrent unit (GRU) neural
networks which have been increasingly employed in recent years for time
series and sequence problems. The proposed model is applied to the Kurdistan
regional load demands and compared with classical methods of data inputting,
demonstrating improvements in both the model accuracy and training time.
Also, it showed that an OTSAF forecasting structure works better in terms of

accuracy than an MTSAF forecasting structure.
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Chapter 1 Introduction

CHAPTER ONE: INTRODUCTION

1.1 Overview

Electricity is an essential element utilized in daily life and one of the most
popular economic factors. A continuous supply of electricity to the load side
IS necessary for modern power systems. For this purpose, an accurate method
of estimating load demand in the present and the future with the least amount
of error is needed. To achieve this goal, scientists and academics have been
working to employ the most effective and efficient technique known as load
forecasting for predicting future electricity demand (Al Mamun et al., 2020).
Load forecasting predicts future load demands by analyzing historical data
and finding dependency patterns of its time-step observations (Kwon et al.,
2020). Historical data is the most significant element in a forecasting model.
The model should first comprehend the pattern of electrical load data
consumption in order to be trained. It has many applications in power system
operation and planning including demand response, scheduling, unit
commitment, energy trading, system planning, and energy policy (Jacob et al.,
2020).

Accurate load forecasting helps power companies and decision-makers to
achieve a balance between supply and demand, prevent power interruptions
due to load shedding, and avoid excess reserve of power generation. Demand
forecasting reduces power generation costs and aids in creating a well-
organized power system utility, which is vital due to the high cost of power
generation (Kim et al., 2019).

The lack of a consistent electrical supply is one of the main obstacles to
Irag's economic development. Although grid-based power capacity has grown
significantly over the past few years, it is still far from enough to fulfill the

growing demand (Mohammed, 2018). This issue has an influence on
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Kurdistan as well, as ongoing growth has led to more demand. There are three
provinces in the Kurdistan Region: Erbil, Dohuk, and Sulaimani shown in
Fig.1.1. Erbil is a populated area with a number of businesses, industries, and
government offices. However, as a result of modern society and technological
advancements, electrical loads change from day to day. Power system
overload and shortage are results of rising demand from industrial, residential,
and commercial sectors. Figure 1.2, shows the difference between annual
peak demand and average supply from Kurdistan Region. It is obvious that
the demand has increased in recent years (Taherifard, 2019).

Various Machine Learning (ML) based approaches are frequently utilized
by various power and energy utility companies to forecast the amount of
energy required to achieve stability between generation and demand. In the
present study, LSTM and GRU approaches based on DL are proposed. The

Erbil load dataset is used to evaluate each suggested model.

'Tu rkey

Kirkuk
®

Figure 1.1 Map of Kurdistan Region (Hamad and Abdulrahman, 2022).



Chapter 1 Introduction
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Figure 1.2 Difference between demand and generation in Kurdistan Region
from 2004 to 2018 (Taherifard, 2019).

1.2 Problem Statement

Because there is no way of storing and creating electrical energy at the
same time, the amount of electricity generated should be balanced with the
amount used by users. Electricity providers are required to produce power that
is balanced among consumer services, distribution, transmission, and
generation. Load forecasting can assist in resolving these issues and reducing
additional generating and end-user costs. Reliable forecast findings for
electrical load prediction models are essential for the utility's generation and
transmission plans as well as other economic factors.

The load forecasting studies conducted in the Kurdistan region that were
accessible, revealed that many of them used statistical techniques, while
others used simple ML approaches. Statistical techniques have limited
accuracy and uncertainty when dealing with highly nonlinear systems.
Contrarily, ML approaches such as artificial neural networks (ANN), DL, and

RNN are more accurate and perform better.
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Since load forecasting is a time-series issue, sequence-based and time-
series issues can be solved with RNN. It is a feed-forward multi-neural
network with additional feedback cycles from previous time steps used to
store temporal information as internal states. A recurrent network adds a
memory state to learn the sequence order of input data and extracts the
dependencies among the input observations. However, almost all RNNs are
nowadays replaced with LSTM or GRU to solve major shortcomings in the
RNNs: vanishing and exploding gradients. When the RNN weights are
updated, it quickly results in either too small changes in the weights
(vanishing gradient) or too large changes (exploding). The result is a short-
term memory which is extremely hard for the RNN to learn and determine the
dependencies among observations from earlier time steps to the later ones.
Consequently, replacing RNN with LSTM and GRU allows for handling
longer data sequences.

To improve the accuracy of the load forecasting model, we divide the
input data into multiple-year sub-datasets and employ a DL method termed
historical data augmentation (HDA). This method was not found to be as
effective as it should be for long-term forecasting of Erbil data (explained in
section 4.2). Since it disconnects the time-series information at the end of one
year and the beginning of the next. To connect the two ends of the yearly sub-

sets, this study suggests using a two-year sub-dataset.
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1.3 Research Motivation

There is currently a critical shortage of electricity production and reserves
in the Kurdistan region. Population growth as well as the expansion of the
industrial and commercial sectors need a continuously high level of power
supply. Governments and power providers are under pressure to find a way to
solve these issues. Load forecasting is used to forecast future power usage
over a certain period. If the model predicts a load pattern close to the actual,
responsible entities can make cost-effective decisions depending on the
expected values. Furthermore, a predictive model allows power companies to
manage scheduling, such as maintenance activities, as well as enhance energy
efficiency. Generally, load forecasting lowers costs, improves the reliability
of the system, and maximizes the use of available energy resources.

Load forecasting is a time-series problem. Modeling time series with an
RNN is a powerful technique. It utilizes an internal state to recall data over
time and is useful for load forecasting. While learning from long data
sequences is difficult. When the gradient gets lower and smaller, the weight
updates become irrelevant, which implies no meaningful learning is taking
place. As alternatives, LSTM and GRU can move information over length
sequences and solve this issue. In addition, the historical data which appears
to be sequential was collected every day for six years. LSTM and GRU are
employed to estimate the daily load, weekly load, and 365-day load. As a
result, this study emphasizes DL methods for predicting load for the province
of Erbil.
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1.4 Research Objectives

The main objective of this research is to propose a load forecasting model

for the Erbil province. This study concentrated on the following objectives:

e To apply different DL techniques in the context of regression
forecasting based on historical data of average daily load demand.

e To conduct load forecasting with factors including temperature,
weekdays, and weekends. Considering factors with load data, to
enhance the accuracy.

e To propose a reform in the forecasting input data to obtain a better
performance and solve certain complex problems that the one-year
data-augmentation approach fails to predict accurately.

e To introduce the Simulink model of prediction in order to fill the gap in

the current programs used for load forecasting.
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1.5 Outline of Thesis

The thesis is divided into five chapters, each of which is described as
follows:

Chapter 1 Introduction of load forecasting model for Erbil province
utilizing deep learning algorithms based on historical data of daily average
load. It also shows research problems, as well as the thesis objectives and
outline.

Chapter 2 Covers the related work, which provides literature discussing
load forecasting methods. In addition, the definition of load forecasting and
the key factors that influence load forecasting are explained. Statistical and
machine learning load forecasting techniques are also discussed.

Chapter 3 Describes the methodology of the thesis. The architecture of
load forecasting techniques employed in this study and the functionalities of
each technique are explained.

Chapter 4 presents the results of applying the proposed approach to the
Kurdistan region. The scatter plots in this chapter show how the dataset for
one year is correlated to another yearly dataset of the same time-series
sequence. The simulations developed as a result of the research are also
included. The results of the weekly load forecast using smoothed data are
displayed at the end of the chapter.

Chapter 5 Summarizes the thesis conclusions and suggestions for future

work.
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CHAPTER TWO: BACKGROUND AND LITERATURE
REVIEW
2.1 Introduction

This chapter gives a background theory of load forecasting with literature
related to the thesis's work and discusses various forecasting approaches.
Differences and similarities among studies have been highlighted. Over the
years, there has been a rise in interest in load forecasting research, with
multiple studies on load forecasting systems. Techniques of load forecasting
are also addressed. While there are two types of load forecasting techniques:
statistical and machine learning, only studies relating to ML, particularly DL,
will be covered in this chapter. When training a neural network, some factors

must be taken into account; these factors were also mentioned.

2.2 Load Forecasting

A forecast is the prediction of an upcoming event or series of events, and
producing accurate forecasts often isn't easy. It is a complex issue that affects
a wide range of sectors, including industry and business, government, finance,
environmental sciences, medical, sociology, politics, and economics.
Forecasting is important because it serves as a source of input in many
management processes (Soliman and Al-Kandari, 2010). The electricity sector
is a vital aspect of society that has a big impact on people's lives. To avoid
wasting energy resources, power energy should not be supplied over demand.
Furthermore, there shouldn't be a shortage of it because that could lead to
outages in some locations. For keeping the balance between supply and

demand for electricity, load forecasting is necessary (He, 2017).
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Knowing future load requirements assists utility businesses in planning,
making financially viable decisions, and reducing risk. Forecasting is also
used to make decisions about future generating and transmission investments.
It aids in preparing resources like fuels necessary to operate the generation
side and other resources necessary to ensure that consumers have
uninterrupted power. This demonstrates cost-effective electricity generation
and distribution. Load forecasting assists in planning a future generation
plant's size, location, capacity, and type. Also, it offers an overview of the
costs of transmission and distribution infrastructure (Al Mamun et al., 2020).

Time-series data is used in the majority of forecasting situations. A time
series is a collection of values collected over a period of time and organized
sequentially. Moreover, load forecasting can be seen as a time series problem
(Martinez-Alvarez et al., 2015). A sequence of random variables,
Y1, Y2, Y3, -, Y Can be defined as an observed time series. Where y; signifies
the series value at the first time step, y,indicates the series value at the second
time step, and so on until period n (Montgomery et al., 2015). It indicates that
time series is made up of n sequential data derived from a random variable.
Predicting a random variable in a time series entails obtaining knowledge
about the random variable to be forecasted by looking at previous random
variables. To forecast y,,; at moment n, we used the observational data

Y1, Y2 -, Yn—1 for i > 0. This refers to the function y,,;, that gives us useful

information about y,,.; in terms of previous data.

Various methods for predicting future wvalues based on previous
observations have been developed. When data is available and a pattern in the
data is predicted to persist into the future, these strategies are appropriate to

utilize.
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The input and output of the system can be used to classify time series
forecasting. Univariate and multivariate models can be differentiated based on
input. Multi-step/single-step models can be distinguished based on the output.
The multivariate model combines extra time-series variables such as weather
or calendar data to achieve the forecasting objective, whereas univariate
models produce forecasts purely based on univariate data like previous load
data. Models that anticipate forwards in time only for one time step are
referred to as single-step forecasting, while multi-step forecasting makes

forecasts up to a specific timescale (Rana and Rahman, 2020).

2.3 Load Forecasting Types

Depending on its application, load forecasting can be classified into very—
short-term load forecasting (VSTLF), short-term load forecasting (STLF),
medium-term load forecasting (MTLF), and long-term load forecasting
(LTLF), as shown in Fig 2.1. VSTLF is used in the problems of demand
response and real-time operation that requires a time horizon of a few minutes
to several hours ahead. It is rarely mentioned in studies because it is very
short. Forecasting the load demand from one day to several days ahead called
STLF; is essential for a utility's daily operations, such as unit commitment
and load control. One week forecasting to several weeks ahead is known as
MTLF. These two types of forecasting cover the majority of load-forecasting
studies in the literature and are mainly used in scheduling, unit commitment,
and energy marketing. Lastly, LTLF refers to the forecasting with a time
frame of up to several years ahead and it is useful for planning and energy-
trading purposes (Farsi et al., 2021, Eskandari et al., 2021).

10
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Load Forecasting Types

Figure 2.1 Load forecasting types

2.4 Load Forecasting Techniques

The use of different forecasting techniques for load forecasting by
different researchers is an important point to note from all of those studies.
Although all of the strategies utilized in those studies can reliably forecast
load, some forecasting techniques outperform others in various conditions.
Forecasting models employ a variety of methodologies that can be classified
as statistical, artificial intelligence (Al), or hybrid. Statistical methods
necessitate the development of a mathematical model that depicts the
connection between the end load and other input variables. These were the
earliest techniques utilized, and they are still relevant today. Statistical
techniques are relatively fast, easy to set up, and computationally inexpensive.
However, they suffer from uncertainty and low accuracy with high nonlinear
systems. Time series analysis, exponential smoothing, and regression
approaches are commonly used (Lépez et al., 2018). These models have the
advantage of producing accurate findings under normal circumstances. But
they have limited accuracy or cannot produce satisfactory results when
dealing with nonlinearly related variables (Talaat et al., 2020). Autoregressive
integrated moving average (ARIMA) is the most natural technique for
forecasting load among the traditional time series models. The unpredictable
nature of the load time series can be expressed well by ARIMA processes. It

does not have any issues with modeling several seasonal cycles or adding

11
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exogenous variables. ARIMA model drawback is that they can only represent
linear correlations between variables (Dudek, 2016). The intricacy of certain
nonlinear data patterns, as well as the excessive amount of computational
options leading to long solution durations, are among the explanations.

Therefore, artificial neural networks (ANN) and intelligent ML techniques
offer a promising and appealing alternative to this type of challenge. The
relationship between the input and output variables, which can be difficult and
complex to derive from the mathematical formulation, is the basis for the
ANN's model strength. Increased processing capacity has made forecasting
easier in various power system management applications, from load
forecasting to security assessment and problem diagnostics. As a result, Al
approaches have proven to be effective in reducing prediction errors (Kuster
etal., 2017).

In Al-based methods for nonlinear time series issues, neural network
techniques are the most prevalent. As a branch of ML, DL evolved from
ANN.

Deep learning, which primarily refers to the multi-layer network with strong
feature learning capabilities, has recently drawn a lot of attention for electrical
load-interval forecasting. It has three key characteristics: big-data training,
excellent generalization ability, and unsupervised feature learning (Dong et
al., 2021). Because most DL algorithms imply a neural network topology,
they are sometimes referred to as DNN. However, because of the back
propagation (BP) approach, neural networks do not operate effectively when
there are several hidden layers. It takes a long time, and because of the
random initialization, it occasionally produces a bad local minimum and slow
convergence. Deep architectures are the best solution for solving difficult ML

challenges (Wei et al., 2019). Therefore, DL models are employed.

12
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2.5 Factors that Impact the Accuracy of Load Forecasting

A comprehensive understanding of the system's properties is necessary in
order to develop an effective and efficient forecasting model. Many factors
affect consumer load behavior as well as overall losses in the transmission
systems. These factors include time considerations, weather, the economy,
population, epidemic, and war. Some factors have a long-term impact, while
others have a short-term impact. The most essential factors will be discussed
below.

One of the most significant independent factors in load forecasting is
the weather. The weather impacts residential and agricultural customers, it
can also change the load profile of industrial users. Weather forecasts and
other elements are used in load forecasting models to estimate future loads
and save operational costs. Weather is frequently considered a tipping point
that can create system unreliability by reducing the efficient power supply.
Weather data can be temperature, wind speed, rainfall, humidity, etc. (Liu et
al., 2016). Among them, temperature is a critical meteorological variable that
has a considerable impact on load demand. It has an impact on the generators'
unit commitment status. Three input variables are represented by the
temperature data points. When the temperature is included in the inputs, the
minimum and maximum values are also gathered in addition to the current
load demand inputs (Reddy, 2018).

Time is also a significant factor. The hour of the day, the day of the
week (weekday, weekend), and the month of the year all influence the load
consumption. Peak loads occur in the morning and evening during the winter.
While during summer, increasing load intensity in the afternoon hours
correlates to the use of air conditioning. Therefore, the load curve is periodic.
Holidays and special days have a different load pattern than regular days
(Lusis et al., 2017). Since electricity has become a need in people's daily lives,

13
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it has become a commodity. As a result, the state economy has an impact on
electricity demand. Economic factors play a larger role in long-term
forecasting but can also affect the total load in short-term forecasting. In
comparison to the daily load curve of underdeveloped countries, the daily
load curve of developed countries reveals various patterns (Zhao et al., 2021).
The educational level, annual income, price, and other economic factors
influence the building load. Low energy costs and a large annual income will

further encourage the resident to use the device frequently (Ma et al., 2017).

2.6 Literatures Review Based on Deep Learning

Recently, deep learning has been receiving special attention because of its
capacity to capture data behavior when dealing with complicated non-linear
patterns and massive amounts of data (Bouktif et al., 2018). Numerous studies
have been conducted on DL approaches, which are at the top of innovation in
load forecasting systems. Their effectiveness as reliable predictions has been
proven by researchers, as long as a dataset of acceptable quality and quantity
is provided and the appropriate parameters are determined (Jin et al., 2021).
Among DL approaches, the LSTM and GRU are quite well to time series data
and have good adaptability (Tang et al., 2019). They outperform other ML
algorithms in many ways, especially in terms of storing sequential data for
long-term forecasting. (Rajagukguk et al., 2020).

The literature review was divided into three time periods: Firstly: Short-
term forecasting can help with load flow estimation and decision-making to
prevent overloading (Khan et al., 2013). Most recent studies use LSTM as the
main DNN or a hybrid model. They suggested multi-features, and
characteristics for extracting relevant data from previous data to construct a
better STLF or VSTLF network. Secondly, medium-term forecasting, it is
necessary to develop a perfect schedule for generating plants in order to

improve the effectiveness of fuel supply in power plants (Askari and Keynia,

14



Chapter 2 Background and Literature Review

2020). While, long-term load forecasting refers to forecasting with a time
frame of up to several years ahead and it is helpful for planning and energy-
trading purposes (Xie et al., 2015). There are many variables to consider
when forecasting over a long period of time, which adds complexity and
reduces forecast confidence. As a result, there is little research on this time
period (Khuntia et al., 2016).

For predicting non-residential consumer load in (Jiao et al., 2018), LSTM
Is suggested. A sizable amount of energy consumption is composed of non-
residential consumers, such as commercial and industrial users. Using
multiple correlated sequence information, the k-means algorithm assesses
non-residential consumer daily load curves, categorizes, and extracts their
energy consumption patterns.

The RNN with LSTM cells was proposed by (Agrawal et al., 2018) as a
core of the model. The model Forecasts power usage over five years at the
hourly resolution. As well, a new deep supervised learning model based on
LSTM was introduced by (Tan et al., 2019) to evaluate ultra-short-term
industrial power consumption. Depending on the bias-variance tradeoff, they
developed a novel loss function that includes peak demand forecasting
inaccuracy. This loss function aids model learning through mixing two types
of error average error across all samples and maximum error across various
sample distribution and making a tradeoff between both errors. Potentially
ensuring that the model performs well in each situation.,

In (Bouktif et al., 2019), LSTM and GRU models with single and multi-
sequences have been proposed to forecast daily, weekly, monthly, and yearly
load. They showed that by feeding both models numerous temporal sequences
as inputs, they were able to learn critical information reliably over extended
timescales. In addition, it decreased forecast error by over 15%.

Also, in (Dong and Grumbach, 2019) the hybrid of LSTM and GRU is
proposed on distribution feeders. Compared to traditional models, the
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proposed method with the inclusion of a virtual feeder displayed higher
performance for both summer and winter forecasts. Many aspects have been
considered (max demand from last year, max commercial load percentage,
max residential load percentage, max temperature, max temperature change,
net load change for a large number of customers).

Authors (Tang et al., 2019, Sehovac and Grolinger, 2020) showed that
when LSTM and GRU are introduced to the network, experimental results
indicate that the model has an improved accuracy rate. Also (Wu et al., 2019)
illustrated that GRU's computation speed is faster than LSTM, and its
accuracy is higher. Further, taking into consideration past electricity costs
improves accuracy. The multi-sequence approach suggested by (Bouktif et al.,
2019, Lai et al., 2020) was found to be more resistant to time fluctuations than
machine learning and single-sequence models output. However (Lai et al.,
2020), used DNN and historical data augmentation (DNN-HDA). The
approach divides the incoming data into numerous sequences, each
representing a single year. When data is separated into several parts,
information concerning the relationship between the end of one portion and
the start of the following portion is lost. As illustrated in this research, this
may not be an issue for some data and load forecasting situations. When the
nature of the data changes and involves high uncertainty and volatility in the
time step information. It struggles to anticipate future load demand,
particularly for long-term forecasting.

Regarding forecast power usage in residential buildings, researchers
(Sajjad et al., 2020) presented a hybrid CNN-GRU model. According to the
representative features' extraction possibilities of CNNs and the efficient
gated design of multi-layered GRU, the suggested model is a great
replacement for earlier hybrid models in terms of performance and
computational complexity efficiency. Day-ahead load forecasting is carried

out for normal days (excluding special days) by (Kwon et al., 2020). The fully
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connected (FC) layer is utilized as input for the forecasting day, with an
LSTM layer extracting features from previous data. While (Alhussein et al.,
2020, ,nShao et al., 2020, Shang et al., 2021, Farsi et al., 2021, Rafi et al.,
2021), used CNN layers to extract features from the input data, and LSTM
layers to learn sequences. The proposed methodologies are executed with
their hidden properties, which can obtain the benefits of both methods. To
ensure the stability and effectiveness of the produced models, they are tested
by examining the electrical load forecasting of various datasets. There are
several beneficial aspects offered by CNN, and it can identify the necessary
characteristics without human interaction. There is less dependency on pre-
processing, which reduces the amount of human effort required to build its
features. Furthermore, it is effective in both supervised and unsupervised
learning situations, and simple to comprehend and execute. Most studies used
a one-dimensional convolution layer (Conv1D) since they deal with sequence
data. The hybrid CNN-LSTM for prediction shown in Fig 2.2 was proposed
by (Rafi et al., 2021).
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Figure 2.2 hybird CNN-LSTM maodel for prediction (Rafi et al., 2021).
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In addition, CNN was proposed by (Tudose et al., 2021), which took into
account pandemic impacts (COVID-19) and traditional exogenous parameters
(weather, weekday, season, etc.)